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Abstract

This paper introduces a service selection model with the service location considered. The location of a service represents its position in the network, which determines the transmission cost of calling this service in the composite service. The more concentrated the invoking services are, the less transmission time the composite service costs. On the other hand, the more and more popular big data processing services, which need to transfer mass data as input, make the effect much more obvious than ever before. Therefore, it is necessary to introduce service location as a basic feature in service selection. The definition and membership functions of service location are presented in this paper. After that, the optimal service selection problem is represented as an optimization problem under some reasonable assumptions. A shortest-path based algorithm is proposed to solve this optimization problem. At last, the case of railway detection is studied for better understanding of our model.
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1. INTRODUCTION

In the Service Oriented Architecture (SOA), complex services can be easily composed using individual services from various service providers. Service selection, one of the critical problems of service composition, is generating considerable interests in recent years in several computer science communities. Service selection determines the non-functional qualities of composite service in varieties directions, such as cost, reliability and reputation. A large number of methods for service selection are presented by different researchers and communities. So there is a considerable amount of service selection approaches have been proposed by different researchers and communities. Some of these approaches have even already been used in practice.

However, the era of big data brings new challenges to service selection. The concept of big data comes from the research on Database, which represents that the size of data involved in computing is huge (Gigabyte, Terabyte, even Petabyte). Unlike being ignored or even considered useless before, in the last decades, the big data generating from producing and trading is considered as a treasure with of the development of data mining technology. As a result, the big data services which processes the big data are also brought to the fore now. An example of big data service is the customer mining service, which finds out those potential customers by analyzing the customers’ purchasing behavior.

The data accessed by big data services are typically very large, which brings a big challenge to classical service selection methods. In the above example of customer mining service, all the known customer records should be read at the input, which can be as large as a few TB. When invoking these big data services in a composite service, there are huge data should be transmitted in the network. The time cost in transmission process is the transmission cost, which is not fully taken into account in classical service selection approaches. Most classical service selection approaches use the response time to identify the transmission cost, which is not suitable in this context now. Because the response time represents the time recorded from user calls until the service responses. It is usually much smaller than the transmission time; especially the size of data is further huge.

In order to select the optimal services from candidate services with transmission time of big data considered, the service location is introduced in this paper. The location of a service is determined by the area the service belongs to. The area is an abstract concept which is defined as a set of services with high speed communication connected. That is to say, a sub network, a cloud, even a computer is suitable to be considered as an area. The transmission cost among two services in a same area is small enough to be ignored when comparing with those deployed in two different areas. By considering these definitions and assumptions, the optimal service selection turns out to be an optimization problem that how to select the most concentrated services.

It is quite difficult to solve this optimization problem. However, it is considerable to reduce the original problem to a shortest path selecting problem. An algorithm based on shortest path selection is proposed to solve the original optimization problem.

In order to give a better understanding of our model and algorithm, we discussed a fully service selection example about railway disease detection. The railway disease detection is a daily work to check the status of each part of the railway to find out the potential damage and broken (called disease). We have studied the data of JGX (Beijing-Guangzhou railway line, China) which is as huge as 200MB per day. Three steps of analysis is needed for the collected raw data, namely Noise Reduction, Disease Detection and Classification. Lots of service can be used to handle each analysis step. Our job is to select the optimal services with less transmission cost.

The contribution of this paper can be stated as follows:
A location-aware service selection model. Differing from classical service selection approaches, the service location is introduced as a critical feature to identify the transmission cost for big data services and the optimal selection problem is converted into an optimization problem.

An optimal service selection algorithm. An algorithm based on the shortest path selection for location aware service selection is proposed. The algorithm has a linear time complexity and easy to implement.

The rest of the paper is organized as follows. Section 2 reviews the classical service selection approaches. Section 3 proposes the system model with the location definition and a few considerable assumptions. Section 4 discusses the problem of location aware service selection and introducing the service selection algorithm. The case study is presented in section 5. The performance study is presented in section 6. Finally, section 7 concludes this paper and an outlook on possible continuations of our work.

2. RELATED WORK


The QoS impacts the composition in two directions: service discovery (including recommendation) and service selection.

Ran, S (2003) proposes a model for discovery in which functional and non-functional requirements are considered to evaluate QoS metrics. A metadata model on the basis of extended UDDI is proposed, where quality information data is used to describe the QoS of registered services including quality name, type, value, units, etc. Al-Masri, E. (2007) introduces a solution for controlling the discovery process across accessible services and Web Service Relevancy Function (WSRF) is used for measuring the relevancy ranking of a particular web service based on QoS metrics and client preferences. Mohana, R. (2011a, 2011b) presents an algorithm for building a rule-based model for ranking the service based on QoS using fuzzy logic to infer based on execution monitoring by users, or via requesters feedback. Soydan, B. (2004) proposes a framework combined an ontology of attributes with evaluation data. Ardagna, D. (2005) extends the mixed linear programming model to include local constraints and global constraints. Vu, L. (2005) presents a new QoS-based semantic web service selection and ranking solution with the application of a trust and reputation management method. Yu, T. (2005a, 2005b) models the end-to-end delay constraint as the multiple choice knapsack problem (MCKP) and provided efficient solutions. Cardellini (2007) proposes a method considering a group of request. A selection is carried out per group of requests rather than per-request. Kritikos (2009) has developed an extensible and rich ontology language for QoS-based WS description. Sun, Q. (2010a) proposes a quick service selection approach (QSSA) which adopts particle swarm optimization and fuzzy logic control to support fast and dynamic service selection. Kun, Z. (2010) introduces a composite agent service selection algorithm for non-functional attributes based on simulated annealing. Sun, Q. (2010b) proposes a new approach based on the notion of the skyline (SWS). Alrifai, M. (2010b) proposes a method quite similar to Sun, Q. (2010b). Selecting service from a set of functionally equivalent services is a multi-criteria decision making problem. Wang, Ping. (2011) takes the opinion that different consumers invariably hold differing views of the service contents and it is necessary to estimate the degree of consumer trust in a particular service based on the consumers’ direct experience and indirect recommendation of the service. Suleiman, B. (2011) classifies consumers into groups/classes and optimized

These QoS-based selection methods solve the problem of selecting the optimal services for composition. However, these methods cannot solve the problem of location aware selection because the location has two important characteristics differing with the qualities mentioned in classical selection methods.

1. **Location is not quantitative.** A location of a service is not directly computable. The quantitative value extends from the location is the distance. The distance of any two services is determined when the locations of the two services are confirmed. It is better to understand distance as a relative value. Unlike location, other qualities such as reputation are really quantitative and it is an absolute value.

2. **Distance is context-sensitive.** There is not an optimal choice without considering the services selected before and after. The lowest transmission cost happens only with all nearby services have the smallest distance. Other qualities are not context-sensitive; it is possible to find an optimal service without considering the service before and after. Take the reputation as an example, the optimal service is the one with largest reputation.

3. **MODEL**

3.1 **SERVICE SELECTION**

Service selection is a critical part of service composition. Generally speaking, the process of service composition can be divided into three steps.

- **Building the composite process with abstract services.** Unlike the concrete service, the abstract service is the symbol representing a group of services with similar functions and interfaces. The abstract services are composed together by some control statements (such as assignment, switch and loop).
- **Finding some suitable services (namely candidate services) for each abstract service.** These candidate services have the same functions and interfaces as the abstract service. This step is known as service discovery. The discovery process is mainly searching first k candidate services for each abstract service in the service library with some functional constraints. Service recommendation is also similar, which selects the most suitable services and recommends to users.
- **Selecting an optimal service from each candidate service group.** The abstract services should be replaced with selected concrete ones in the composite process. This step is known as service selection. How to select...
the optimal services with location considered is the major problem discussed in this paper.

Fig. 1 presents the process of service discovery and service selection. In this figure, the composite service process is presented at the top, which fetches data from a database, calls three abstract services (present as the ellipses) and writes the result into another database. After the step of service discovery, alternative services are picked up from service library and constructed as candidate service groups. The last step is selecting the optimal concrete services from each candidate service group.

In most composite services, there are some control process patterns, as sequential process, parallel process, conditional process and loop process. Fig. 2 represents the different control processes. (1) is the sequential process, (2) is parallel process, (3) is conditional process and (4) is loop process. The sample of Fig. 1 contains a parallel process. However, the hybrid control processes make it too complex to analyses the optimal selection. To simplify the problem, the sequential process is majority discussed in the rest, and the analysis of parallel process, conditional process and loop process will be extended in the future work. An example of sequential process is present in Fig. 3. In order to describe the following analysis precisely, some math symbols are introduced as follows.

A symbol $S$ represents the whole services used in selection, which is constructed by $M$ groups of candidate services.

$$S = \{ S_1, S_2, ..., S_M \}.$$  \hspace{1cm} (1)

Each $S_i$ not only represents an abstract service but also represents a group of candidate services having the same function as the abstract one. $S_i = \{ S_{i1}, S_{i2}, ..., S_{iN} \}$. $N$ is the number of candidate services of each group. $S$ can also be represented by a matrix.

$$S = \begin{pmatrix}
  s_{11} & s_{12} & ... & s_{1n} \\
  s_{21} & s_{22} & ... & s_{2n} \\
  ... & ... & ... & ... \\
  s_{m1} & s_{m2} & ... & s_{mn}
\end{pmatrix}$$

There are two special services, namely $S_0$ and $S'_0$. They are the services providing the reading and writing operation of the database. $S_0$ and $S'_0$ should be confirmed before selecting.

### 3.1.2 Transmission Cost

The transmission cost is an important indicator of composite service. In the sequential process, the transmission cost happens since it spends some time to transport the data from one service to another (the next one). A symbol $C_{ij} = T_{rij} + D_{aij}$ is used to represent the transmission cost from service $s_i$ to service $s_j$. $T_{rij}$ is the transmission speed from service $s_i$ to service $s_j$ and $D_{aij}$ is the amount of data. While $T_{rij}$ is determined by the network condition and the $D_{aij}$ is determined by composite process. The whole transmission cost is $C = \sum_{i}^{M-1} C_{i+1}$. It is easy to find out that $D_{aij}$ cannot be changed by the selection of service. The only way to minimize $D_{aij}$ is to modify the service process which is out of discussion of this paper. However, the different selection really determines the different $T_{rij}$. So the purpose of our model is to find out a group of optimal service selection minimize $T_{rij}$.

Fig. 4 represents a sample composite service with $S_1$, $S_2$ and $S_3$. The network condition determines $T_{r12}$ and $T_{r23}$. The whole transmission cost $C = C_{13} = C_{23} = T_{r12} + T_{r23} + D_{a12} + D_{a23}$.

### 3.2 SERVICE LOCATION

#### 3.2.1 DISTRIBUTION ASSUMPTION

The location of a service is the feature representing its network environment. Generally speaking, the distribution of services is not random in the network. A reasonable assumption of the service distribution is proposed.

**Assumption I.** (The gathering): Services are not randomly distributed in the network. A certain number of services are naturally gathered as a service set. The services in one set are high speed connected. This services set is denoted as an area.

The Assumption I can be explained as follows. On one hand, the services provided by the same provider are deployed in the same server or some servers in the same subnet. In this situation, the server and the subnet is an area. On the other hand, a Cloud is an area with lots of services deployed on it by different providers. By our definition, a server is an area, a subnet is an area and even a Cloud is also an area. The only constraint is that the services in the same area are high speed connected. Fig. 5 presents the relation of areas and services. In Fig. 5, S1, S2, S3, S4, S5 represent services. Area1, Area2 and Area3 represent areas. S1, S2, S3 belong to Area1, S4 belongs to Area2 and S5 belongs to Area3. By considering the definition of area, S1 S2 are high speed connect, namely the cost of transmitting data between them is quite low.
3.2.2 LOCATION

Considering a context with $O$ areas, $A = \{A_1, A_2, ..., A_O\}$ is used to represent the all areas. The map from the services $S$ to the area $A$ is confirmed before selection. In other words, the relationship of belonging is confirmed for any services. This belonging relationship represents the location of the service. A function (denotes $I$) is defined to identify the index of the area which the service belongs to.

$$I(s) = \sum_{i=0}^{O} i \times \{s \in A_i\}$$  \hspace{1cm} (2)

A special index function is used above, whose value equals 1 when the proposition in the braces is TRUE, and otherwise it equals 0:

$$\{p : boolean\} = \begin{cases} 1 & p \text{ is True} \\ 0 & p \text{ is False} \end{cases}$$  \hspace{1cm} (3)

The location of a service is represented by the area it belongs to, in other words, the index of its area, namely $I(s)$.

3.3 SERVICE DISTANCE

3.3.1 DISTANCE OF AREAS

The distance of the two areas is the measurement of the speed of transmission data between the two areas. Since all the areas in the context are confirmed, the distances of each two of them are also confirmed. A matrix $D$ is defined to represent these distances. $D_{ij}$ represents the distance between $A_i$ and $A_j$.

$$D_{ij}$$

Table 1 is an example of $D$ representing the distances of areas in Fig. 5. In fact $D$ is just the Distance matrix of the graph which constructed by the areas. Generally speaking, $D_{ij} \neq D_{ji}$. Because the network transmission sometimes (differing from types of network) spends different time in uploading and downloading. The different types of network is not the majority of this paper, so it is considerable to generally use $D$ to represent the distances rather than ensure $D$ is a symmetrical matrix. While in order to simplify our computing, $D_{ij} = D_{ji}$ is assumed in the following samples. For the convenience of writing, a function $D(i, j)$ is defined instead of using $D_{ij}$ directly.

<table>
<thead>
<tr>
<th></th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>0</td>
<td>D1</td>
<td>D2</td>
</tr>
<tr>
<td>A2</td>
<td>D1</td>
<td>0</td>
<td>D3</td>
</tr>
<tr>
<td>A3</td>
<td>D2</td>
<td>D3</td>
<td>0</td>
</tr>
</tbody>
</table>

3.3.2 DISTANCE OF SERVICES

In order to give a better formalization we do not use the $Tr_{ij}$ to represent the basic indicator of services, service distance is defined as the mean transmission speed of two services. We use $d_{ij}$ to denote the distance between service $s_i$ and service $s_j$. $d_{ij}$ is the mean of $Tr_{ij}$ through a period of time. $Tr_{ij}$ changes in different time. Since in the rush-hour, $Tr_{ij}$ is much smaller than that in other time. Here is a proposition about service distance.

**Proposition 11 (Service Distance):** For any service $s$, $d_i$ represents the distance between service $s$ and service $s_j$ which is in the same area as $s$ and $d_i$ represents the distances between service $s$ and service $s_j$ which is in another area, we have $d_i < d_j$, $\forall i, j$.

**Proof.** Let’s assume that existing a $\tilde{j}$ and a $\tilde{i}$, such that $d_{\tilde{i}} > d_{\tilde{j}}$. It contradicts with the definition of area. Because the Assumption 1 guarantees that the services in the same area have a high speed connection. If $d_{\tilde{i}} > d_{\tilde{j}}$, it is the service $s_j$ that in the same area with $s$ instead of service $s_i$. It contradicts the condition above.

If exist a $\tilde{j}$ and a $\tilde{i}$, such that $d_{\tilde{i}} = d_{\tilde{j}}$, $s_j$ and $s_i$ should either both in the same area with $s$ or both not in.
4. Location Aware Selection

4.1 Evaluation Function

With the definition of distance under the assumptions mentioned in section 3, the problem of selecting optimal services with lowest transmission cost can be converted into a problem of selecting optimal services with the smallest distance between each two services. Considering the sequential process described in Fig. 6 and the candidate services S defined in Formula (1), the vector \( \theta = (\theta_1, \theta_2, ..., \theta_M) \) is used to identify a considerable selected service group. For an element \( \theta_i \) in \( \theta \), the service \( s_{ij} \) is selected as the abstract service for the concrete service \( S_i \) with weight \( \omega \), which is a vector. The sum of the distances of the selected group \( \theta \) is defined as an evaluation function as follows.

\[
F(\theta) = \sum_{i=1}^{m-1} d_i(s_{\theta i}, s_{\theta(i+1)})\omega_i
\]

(5)

Considering the distance between the first service and the database service \( S_0 \) and the distance between the last service and the database service \( S'_0 \), the complete evaluation function is defined as follows.

\[
F'(\theta) = d_i(s_0, s_{\theta 1})\omega_0 + \sum_{i=1}^{m-1} d_i(s_{\theta i}, s_{\theta(i+1)})\omega_i
\]

(6)

The Simple Additive Weighting (SAW) is used here. The \( \omega_i \) is the weight coefficient. The weight coefficient really makes sense because the transmission cost is not only related to the transmission speed but also related to the size of data. Generally speaking, the size of data in different parts of composite process is different. An example is that \( S_1 \) reads the whole data from the database service \( S_0 \) as the input, while output the statistic result of the origin data. The second service \( S_2 \) reads the statistic result as the input. In this condition, the distance between \( S_1 \) and \( S_0 \) has more influence on the whole transmission cost than that between \( S_1 \) and \( S_2 \). So we can initialize the weight parameter with \( \omega_1 > \omega_2 \).

4.2 Optimization Problem

Finding the smallest \( F' \) with a feasible parameter \( \theta \) is an optimization problem, which can be described as follows:

\[
\inf_{\theta} F'(\theta)
\]

subject to \( \theta_i \in [1, N] \)

(7)

This formula means the feasible set of parameter \( \theta \) is constrained by \( 1 \leq \theta_i \leq N \) and \( \theta_i \) is an integer. The optimal solution \( \hat{\theta} \) satisfies \( \hat{\theta} \) belongs to feasible set and \( \forall \theta, F'(\theta) \leq F'(\hat{\theta}) \). Following theorem presents the relationship with this optimization problem with our original service selection problem.

**Theorem IV** (Optimization problem): A location aware service selection problem with service distribution \( \mathcal{I} \) and area distance \( \mathcal{D} \) confirmed, is equivalent to the optimization problem described in (7).

The proof of this theorem is omitted because it is mentioned in previous sections. More concern is given on the solving of this optimization problem.

Formula (7) is an integer programming (IP) problem, which is a famous NP problem. A problem belonging to NP class means its positive solutions can be found in polynomial time on a non-deterministic machine. Generally speaking, there is not an algorithm with Non-deterministic Polynomial time complexity [21]. A famous NP problem is Traveling Salesman Problem (TSP): Given a list of cities and the distances between each pair of cities, what is the shortest possible route that visits each city exactly once and
returns to the origin city[22] However, because of the features of our model, it is possible to convert our problem to a shortest path problem of a special graph and an algorithm of polynomial time complexity is proposed later.

4.3 Shortest Path Problem

A possible way of solving problem (7) is iterating with all the possible combination tried and finding the combination with \( F' (\theta) \) minimized, called the iterating algorithm. Iterating algorithm works in this way: iterating the whole possible combination, which is as much as \( M^N \) to get the best selection (minimized \( F \)). It is easy to find that iterating algorithm reaches the global optimal solution with time complexity \( O(M^N) \), which is exponential and not useful in practice.

In order to fully take advantage of the structural features, the optimization problem (7) is converted into a conditional shortest path selection problem. The transferring process can be described as the following steps.

1. Iterating all candidate services (including database services \( S_0 \) and \( S_0^t \) and doing step 2 and 3.
2. Append service \( s_{i,j} \) in the vertex set \( V \).
3. Iterating all candidate services in the next group. For each \( s_{i+1,j} \), Append edge \( E_{ijh} \) which is the directed edge connecting from the service \( s_{ij} \) to the service \( s_{i+1,j} \) in edge set \( E \). The length of the edge \( E_{ijh} \) is \( dist(s_{ij},s_{i+1,j})\omega_i \).
4. Find the shortest path from \( S_0 \) to \( S_0^t \).

The shortest path problem is a classical topic which has been studied in many researches. Once we can guarantee that the vertices of the shortest path are the optimal selection.

**Lemma V.** The number of vertices of a path from \( S_0 \) to \( S_0^t \) is \( M+2 \). The \( i \)-th vertex is one of services in \( S_{\theta-i} \).

**Proof.** The first conclusion is natural because the transferring process described above. If exist a \( \rho \) that the \( \rho \)-th vertex does not belong to \( S_{\theta-i} \), then \( (\rho+1) \)-th vertex must does not belong to \( S_{\rho} \). Because, the edges to vertex in \( S_{\rho} \) comes from \( S_{\rho-i} \). We can reduce that \( (M+2) \)-th vertex is not \( S_0^t \) that contradicts with the first conclusion.

**Q.E.D.**

With the lemma, it comes to a useful theorem which guarantees the optimal selection.

**Theorem VI** (Shortest path). The vertices of the shortest path from \( S_0 \) to \( S_0^t \) is \( M+2 \). The \( i \)-th vertex is one of services in \( S_{\theta-i} \).

**Proof.** Sufficiency: with the help of Lemma V, it is easy to find that for the shortest path \( (v_1,v_2,...,v_t) \) there are three important facts:

1. The number of vertices of shortest path is equal to the whole number of abstract services and database services, namely \( t = M + 2 \)
2. \( v_1 \) is \( S_0 \) and \( v_{M+2} \) is \( S_0^t \)
3. For any \( i \in [2,M+1] \), \( v_i \) is a service belongs to candidate group \( S_{\theta-i} \)

These facts guarantee that \( (v_1,v_2,...,v_t) \) represents a services selection \( (S_1,S_2,...,S_M) \) with an evaluation value \( F' \). The selection is also optimal. Assuming that there is another selection \( (S_1,S_2,...,S_M) \) with \( F' \) and \( F' > F' \). Let \( (v_1,v_2,...,v_t) \) be the corresponding vertices of \( (S_1,S_2,...,S_M) \). Then the path length of \( (v_1,v_2,...,v_t) \) must be smaller than which of \( (v_1,v_2,...,v_t) \) and this is inconsistent with the fact that \( (v_1,v_2,...,v_t) \) is the shortest path. So the assumption is not true and the shortest path guarantees the optimal solution of optimization problem (7).

**Necessity:** the necessity represents that if the optimal result of optimization problem (7) is known, denotes \( (S_1,S_2,...,S_M) \) its corresponding path is the shortest path. The necessity can be proved by constructing the path with few steps:

1. Let \( v_1 \) be \( S_0 \) and \( v_{M+2} \) be \( S_0^t \)
2. Let \( v_i \) be \( S_{\theta-i} \)

The path of \( (v_1,v_2,...,v_t) \) is the shortest path. **Q.E.D.**

The Theorem guarantees the equation of the optimization problem (7) and the graph shortest path problem.

4.4 Algorithm

With the help of Theorem VI, the optimization problem can be convert into a shortest path problem without any generality. The graph shortest path problem is quite classical problem and lots of algorithms have been proposed in last thirty years. Bellman-Ford algorithm solves the single-source problem if edge weights may be negative [23]. A* search algorithm uses heuristics to try to speed up the search [24]. Dijkstra’s algorithm [25] is the most widely used algorithm solving the single-source shortest path problems, and it adopts different kinds of situation and easy to carry out. So it is used in our solution.

Our fully algorithm is presented in Fig. 7. The algorithm is named LA-selection (Location Aware selection). In this algorithm, \( M \) is the groups of candidate services, \( N \) is the number of candidate service each group. \( S \) stores not only the candidate services but also the two database services. The members in the first row of \( S \) are both \( S_0 \) and the members in the last row are both \( S_0^t \). \( D \) stores the distances of each area and Omega is the weight coefficient.

The first part of the algorithm converts \( S \) to a vertex set \( V \). A considerable improvement is for any group contains two or more services in one area, any of them is feasible. So it is better to use only one vertex to represent these services as the code in line 4. The improvement reduces the number of vertices and promote the efficiency.

The second part of the algorithm is the Dijkstra’s Algorithm. Once the last vertex (namely \( S_0^t \)) is reached in the iteration, the loop stops.

The last part is generating the optimal selection as theta.
4.5 FRAMEWORK

With all the preparation theorems, we now can propose the location aware service selecting framework.

1. Finding out the areas of each candidate services belong to and the distances between each area. These information can be collected by two ways. The first is the information of service provider. It is natural to find that the services of the same provider may be in the same area. The simple way of division of area is classifying services by their providers. The second is the logs of services. Most logs contains the calling time and response time. It is possible to estimate the distance of areas by these logs. In fact it is quite complex problem to estimate the distance of areas and this is not the majority of this paper.

2. Allocating the value of weight coefficients $\omega_{i}$. The weight coefficient is proportional to the size of data. $\omega_{i} \propto D_{A_{i}+1}$. It is determined by the design of service process which is available before the service selection.

3. Converting original process into a graph. The vertices are corresponding to candidate services. The edges connect all the services from one candidate group to each services in next candidate services. This step has been fully discussed in section 4.3.

4. Finding out the shortest path from $S_{0}$ to $S'_{0}$. The algorithm 1 in Fig. 7 is used in this step.

Because of Theorem VI, the service invoking in the shortest path from $S_{0}$ to $S'_{0}$ is the optimal solution $\hat{\theta}$. The Theorem IV guarantees that the optimal solution $\hat{\theta}$ is the optimal selection with lowest transmission cost. Fig. 8 represents an example of converting service selection problem to the shortest path problem. There are three candidate groups (M=3) in this example and each group have 3 services (N=3). The graph is represent in the top right of Fig. 8. It is exactly a full connect graph for each two candidate service group. And the full graph is the n-partite graph. The vertices in the shortest path are bold in the right bottom part of Fig. 8. The corresponding services (namely the optimal selection services) are bold in the left bottom part of Fig. 8.

5. CASE STUDY

5.1 INTRODUCTION

In order to understand our model, an example of railway status detection is studied. The railway status detection is a daily work to check the status of each part of the railway to find out the potential disease (the damage and the broken of

Table 2: Distribution

<table>
<thead>
<tr>
<th>Service</th>
<th>Belonging Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$s_{11}$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$s_{12}$</td>
<td>$A_2$</td>
</tr>
<tr>
<td>$s_{13}$</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$s_{14}$</td>
<td>$A_3$</td>
</tr>
<tr>
<td>$s_{15}$</td>
<td>$A_4$</td>
</tr>
<tr>
<td>$s_{16}$</td>
<td>$A_1$</td>
</tr>
</tbody>
</table>

Table 3: distance matrix of areas

<table>
<thead>
<tr>
<th>Distance</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
<th>$A_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>0</td>
<td>12</td>
<td>22</td>
<td>200</td>
</tr>
<tr>
<td>$A_2$</td>
<td>12</td>
<td>0</td>
<td>24</td>
<td>400</td>
</tr>
<tr>
<td>$A_3$</td>
<td>22</td>
<td>24</td>
<td>0</td>
<td>432</td>
</tr>
<tr>
<td>$A_4$</td>
<td>200</td>
<td>400</td>
<td>432</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 7: Location Aware Selection Algorithm
We have studied the data of JGX (Beijing-Guangzhou railway line, China). The detecting train collects data (as a record) 4 times per meter. 24 kinds of data are recorded in a record. They are Meters, Flags, Event, Lprf (mm), Rprf (mm), Ln (mm), Rln (mm), Gage (mm), Can't (mm), Xlvl (mm) and etc. The whole length of JGX is 2300 kilometers. There are 2300*1000*4 = 9200000 records are collected in once detection. The size of data in once collection is nearly 200MB. The frequency of detection varies in different seasons. However the size of data collected a month is nearly 12GB. The whole railway detection data are nearly 450GB.

The data were analyzed manually in the past. It took much human labor. Recently some companies have started to develop professional data analyzing service for the railway department while different service providers are expert in different domain, e.g. some have provided Data Filtering services, some have provided Data Encryption services, etc. it is necessary to compose these services together to fit the fully requirement. Railway status detection usually has these steps.

- **Collection.** Detecting the railway by a special detecting train, collecting variety kind of data, including gauges, warps and etc. this data is as large as a few Gigabytes for a long railway. This step does not belong to data analysis and it can only be done by the railway department itself.
- **Noise Reduction.** Original data contain many noises caused by the measurement error. It is necessary to reduce these noises before deep analysis. This service is needed.
- **Disease Detection.** Analyzing the collected data to find out the potential diseases (the disease means the damage or broken in railway segment), by comparing the data with some special patterns of potential diseases. This service is needed.
- **Classification.** Different diseases may cause different problems. Some diseases can be ignored, while some diseases may even cause derailment. So it is necessary to classify these diseases into different levels. This service is needed.

In this example, $S_0$ is the service providing database containing the collected data. $S'_0$ is the service maintaining database containing different levels of diseases. In reality, $S_0$ and $S'_0$ are usually the same. But we still assume that they are different without loss of generality. The whole composite process of railway detection is represented in Fig. 9.
Table 4: distance matrix (N stands for unreachable)

<table>
<thead>
<tr>
<th></th>
<th>S0</th>
<th>S11</th>
<th>S12</th>
<th>S13</th>
<th>S21</th>
<th>S22</th>
<th>S23</th>
<th>S31</th>
<th>S32</th>
<th>S33</th>
<th>S0'</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>N</td>
<td>0</td>
<td>120000</td>
<td>0</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S11</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>120000</td>
<td>220000</td>
<td>2000000</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S12</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0</td>
<td>240000</td>
<td>4000000</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S13</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>120000</td>
<td>220000</td>
<td>2000000</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S21</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>400</td>
<td>400</td>
<td>12</td>
<td>N</td>
</tr>
<tr>
<td>S22</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>432</td>
<td>432</td>
<td>22</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S23</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>0</td>
<td>200</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S31</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>200</td>
</tr>
<tr>
<td>S32</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>200</td>
</tr>
<tr>
<td>S33</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>S0'</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

5.2 Preparing Service Locations
There are nine candidate services discovered from 4 service providers. They deployed their service on their server cluster. These server clusters are distributed in different areas. The collected database is in one of the four areas.

The distribution of the night candidate services mentioned in Fig. 10 is as follows in Table 2. The distances between each area are listed in Table 3.

5.3 ALLOCATING \( \omega_i \)
The value of \( \omega_i \) is decided by the size of data transmitted between services. In the sample of railway detection, data transferring from \( S_0 \) to \( S_1 \) are the original data. The data transferring from \( S_1 \) to \( S_2 \) have the same size as the original data. The data used in \( S_2 \) and written into \( S_3 \) is just the data of disease points, whose size is only near 0.01% of the whole data. A possible allocation of \( \omega_i \) is \( \omega_{0}=\omega_{1}=10000, \omega_{2}=\omega_{3}=1 \).

5.4 CONVERSION
It is needed to convert original sequential process into a graph. The vertices of the graph are the candidate services. The edges are the Connection of service \( s_{ij} \) with each candidate service \( s_{i+1,k} \) in the next candidate service group. The length of the edge is \( dist(s_{ij}, s_{i+1,k}) \omega_t \). There are 24 edges: \( (s_0, s_1), (s_0, s_12), (s_0, s_13), (s_1, s_2), (s_1, s_33), (s_1, s_3), (s_2, s_32), (s_2, s_3), (s_2, s_33), (s_3, s_32), (s_3, s_3), (s_3, s_33), (s_{12}, s_{13}), (s_{12}, s_{33}), (s_{12}, s_{3}), (s_{13}, s_{33}), (s_{13}, s_{3}), (s_{13}, s_{32}), (s_{33}, s_{3}), (s_{33}, s_{32}), (s_{33}, s_{3}), (s_{32}, s_{3}) \). The distance matrix the graph is described in follows in Table 4, in which, \( N \) stands for unreachable.

5.5 FINDING SHORTEST PATH
The algorithm is presented in Fig. 7. The M here is 3 and \( N \) is also 3. The shortest path is \( s_0 \rightarrow s_1 \rightarrow s_2 \rightarrow s_{21} \rightarrow s_{23} \rightarrow s_{0}' \). The shortest distance from vertex \( S_0 \) to \( S_0' \) is 120012. So the optimal choice plan is selecting the first service in group1, the first service in group2 and the third service in group3.

6. PERFORMANCE STUDY
The time complexity of LA selection algorithm is \( O(MN^2) \), where \( M \) is the number of the groups of candidate services, namely the number of rows in Formula (1), and \( N \) is the number of candidate services each group, namely the number of columns in Formula (1). In most conditions the number of candidate services is confirmed, which is decided by the service discovery. Therefore, the selection time of LA is only determined by the number of the groups of candidate services (namely \( M \)). The time complexity of LA selection is \( O(M) \), which means it is linear time complexity.

We compared the time complexity of our algorithm with the original iteration algorithm mentioned in section 4.3. In order to consider the time complexity of the different sequential process, we evaluated the calculating with \( M \) changes from 5 to 5000. At the same time, The number of candidate services each group (namely \( N \)), the number of areas and the distance between each two areas are fixed. The comparison result is presented in Fig. 10. The x-axis is \( M \), which is from 5 to 5000 and the y-axis is the logarithm of the time.
of time. The dash line represents the iteration algorithm. It is exponential time complexity. The solid line represents our algorithm and it is linear time complexity.

7. CONCLUSION AND FUTURE WORK

In this paper, the service location is introduced as a new feature helping to select the optimal services with lowest transmission cost. The classical service selection methods mentioned in [1-3, 5] concerned with the general QoS evaluation in service selection. Data transmission cost is ignored by the classical service selection methods. However, the era of big data brings a new challenge for service selection. The huge size of data makes the transmission time been a major cost. In this context, a service selection model with transmission time concerned is needed, which is also the motivation of our research. Location is introduced to describe the network context of a service with two distribution assumptions mentioned in section 3.2. The distance of any two services is introduced to represent the transmission speed between these two services. The evaluation function of service selection is the Simple Additive Weighting (SAW) of each distance between two nearby services in the sequential process. In order to solve this optimization problem, the original data are converted into a graph and the vertices invoked in the shortest path from the data reading service (namely $\sigma_{p}$) to data writing service (namely $\sigma_{w}$), are the optimal selection of the original optimization problem, which is also the optimal selection. A fully case about the railway status will mainly focus on unifying the location aware selection model with the classical QoS aware selection model to propose a more general one and extending our model to other control process, such as loop and parallel process.
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